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Sensitivity analysis is one of the most effective approaches for studying mathematical models of biochemical systems. One of the key issues in modern systems biology is the development of simulation parameters that may be used to build the models themselves. To build a quantitative, mathematically robust description of a biomedical pathway or network, both model structure and realistic kinetic parameter values are necessary 


[1-6] ADDIN EN.CITE .  We will present a recently developed sensitivity analysis based parameter estimation method designed for stiff biological systems.  The parameter optimization method developed is a hybrid global/local optimization method and is based on a fast time-adaptive Rosenbrock sensitivity analysis integrator developed by our lab [7]. 

The basis for the optimization procedure is the stiff Rosenbrock integrator, which has been adapted for sensitivity analysis using a direct sensitivity approach. Automated sparse Jacobian and Hessian calculations of the coupled system (the original model equations and the sensitivity equations) have been implemented in the freely available systems biology CellSim [8]. To test this new integration method, both time-dependent concentration and parameter-based sensitivity coefficients are measured using several standard integration schemes. A key advantage of our scheme is the efficiency of calculating the sensitivity analysis. The method developed is shown to perform sensitivity analysis in a manner that is cost effective computationally with moderate accuracy and is furthermore several orders of magnitude faster than standard integration techniques [7]. 

In general, complex systems of biological reactions include hundreds of species involving large numbers of interactions, as well as parameter values that can span several orders of magnitude. For this reason, stiff integrators such as the Rosenbrock methods are a preferred method for solving biochemical systems and hold much promise in following the time evolution of the coupled system. The price of the Rosenbrock integrator, which has forestalled its use in systems biology, is the need to calculate the Hessian and the Jacobian terms of the original set of equations in an automated fashion. This task becomes more difficult as the scale of the biochemical systems becomes larger. We have developed a module that generates all the necessary terms automatically as well as analytically determine the appropriate matrix decompositions using the decomposition of the Jacobian of the original system equations. A custom sparse linear algebra package is used to increase the efficiency and reduce the computational overhead of each integration step.

Parameter estimation algorithms typically minimize a cost function over a parameter space and may be generally classified in two groups: those that use global and local estimation techniques. Local algorithms are computationally efficient, but stop at the first encountered local minimum and consequently not generally capable of finding the true global minimum. In contrast, global algorithms are able to search the parameter space beyond local minima, though they are in general significantly more computationally expensive.

We propose to build an approach that combines the best of each of these procedures: a sensitivity-based hybrid method that combines global algorithms. This hybrid approach tests several global optimization methods, including genetic algorithms (GA) [9-11], simulated annealing (SA) [12] with a series of local algorithms including conjugate gradient (CG), Broyden-Fletcher-Goldfarb-Shanno (BFGS) and the steepest decent method.  The gradient information for the local integrators comes from our groups recently developed fast adaptive time step sensitivity analysis integration method [7] . A pure GA, a pure SA as well a full suite of sensitivity analysis based hybrid algorithms will be tested and compared. Three cases are chosen as benchmark: a) 36 parameters optimization of a nonlinear biochemical model [1], b) 20 parameters optimization of mechanism of irreversible inhibition of HIV protease [13], c) Complex mitogen-activated protein kinase (MAPK) pathway model of Bhalla and Iyengar 


[14] ADDIN EN.CITE . All the procedures discussed will be made freely available to the scientific community under the GPL (Gnu Public License).
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