Even MORE - An extension to the MORE method of sensitivity analysis for decision making with Integrated Assessment Modelling
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Integrated Assessment Modelling (IAM) incorporates knowledge from different disciplines to provide an overarching assessment of the impact of different management decisions. Such modelling methods generally require the specification of values for numerous parameters from varying sources, many not known with certainty. Rapid increases in model size and complexity, particularly in the case of integrated models for decision-making, pose new challenges for effective sensitivity analysis. As IAM methods are increasingly being used to inform environmental management decisions, it is important that there are sensitivity analysis methods which cater to the challenges posed by these models. Some of the identified shortcomings of existing sensitivity analysis methods in the context of IAM include: computational inefficiency, failure to properly assess parameter interactions, excessive data requirements (e.g. requiring parameter probability distributions), assumptions of model linearity and monotonicity and in particular difficulty of application for models used in decision-making. 

The Management Option Rank-Equivalence (MORE) method is a new, rank-equivalence method of sensitivity analysis [1] developed specifically to address the difficulty of applying sensitivity analysis to IAM. While sensitivity analysis methods tend to address the sensitivity of model outputs to the parameter and model inputs, the MORE method investigates the sensitivity of the management decision, which the model is used for, to changes in the model parameters. The method operates on the premise that IAM used in decision-making facilitates the ranking of potential management solutions, based on their efficacy of solving the particular management problem, in order to determine the most effective management solution. When used for decision making, it is important to ensure that the solution is robust and that management option rankings will not alter with small changes in model inputs. 

The MORE method of sensitivity analysis incorporates numerical optimization techniques in order to find the minimum and maximum combined change in parameters that will result in the ranking of two management options becoming equal, thus altering the preferred decision. The set of parameter vectors for which the two management options are equally ranked is referred to as the rank-equivalence boundary, as it separates the set of parameter vectors where the management decision would alter from the original solution, from those where it would not. To overcome the difficulty of characterizing the entire rank-equivalence boundary, The MORE method constructs two artificial boundaries based on the minimum and maximum combined change in parameters to reach the rank-equivalence boundary, providing a decision maker with information about the robustness of management solutions given different parameter vector locations as well as characterizing the amount of sensitivity variation in different parameter directions.

While the MORE method enables assessment of the amount of variation of the model sensitivity in different parameter directions, little information is given regarding the change in sensitivity in a particular direction. Further, while MORE sensitivity analysis locates only the minimum parameter change to reach the rank-equivalence boundary, it is possible that there will be several local minima on the rank-equivalence boundary. These locations represent critical points on the rank-equivalence boundary, as they can be reached through small changes in parameter values, which may be similar in value to the minimum combined parameter change, but occur in a different direction in parameter space, thus having different ratios between individual parameter changes. Location of these critical points on the rank-equivalence boundary provides increased information regarding the sensitivity of the decision to changes in individual parameters. 

This research proposes an extension to the MORE method, which allows further investigation into the variation of the sensitivity of the model in different parameter directions. In order to locate several critical parameter combinations on the rank-equivalence boundary, a multi-objective, Pareto-optimal search is performed. During the Pareto optimization, the minimization of each individual parameter change is defined as an individual search objective and a constraint is set to restrict solutions to the rank-equivalence boundary. A solution x2 is then considered to be Pareto optimal if it is at least equal to solution x1 in all objectives, and better than the solution x1 in at least one objective. Unlike a weighted combination of the objectives, a Pareto optimal search will identify many locations on the rank-equivalence boundary, thus determining a collection of critical points on the rank-equivalence boundary. These critical points, rather than representing the minimum combined change in parameters, represent the minimum change in a single parameter, with simultaneous minimal changes in other parameters. Hence, this analysis recognizes that while there may be a single minimum change in combined parameter values, it is likely that there will also be other critical parameter combinations in different directions in the parameter space. 

These critical locations can be used to gain further insights into the sensitivity of the decision to the individual model parameters. The collection of critical solutions gives a range of parameter changes to reach the rank-equivalence boundary for each parameter. The frequency of the occurrence of a parameter change within a set range, gives an indication of the decision sensitivity to that particular parameter. A parameter with consistently small changes to reach the rank-equivalence boundary, shows that the decision is consistently sensitive to small changes in that particular parameter. In contrast, a parameter which has varying changes at the critical locations indicates that the decision sensitivity to that parameter is considerably impacted by changes in other model parameters. This allows model users to assess whether parameter uncertainties of individual parameters are within a range that allows confidence in management decisions based on model output.

Use of the Pareto optimization does not require parameter standardization, as each parameter change is compared only with changes of the same parameter. In contrast, the original MORE method requires standardization of parameters as the individual parameter changes are summed to form a single value, in order to determine the minimum combined change to reach rank-equivalence. The removal of parameter standardization alleviates an additional source of variation that is present within the original MORE sensitivity analysis. 

The extension to the MORE method is investigated using a case study of an integrated catchment model of the Namoi Catchment in northern New South Wales, Australia. The results are compared with those obtained using the standard MORE method, as well as the FAST [2][3] and Sobol’ [4] methods of sensitivity analysis. For this case study the nondominated sorting Genetic Algorithm, NSGA-II [5], to obtain the non-dominated parameter vectors on the rank-equivalence boundary. NSGA-II incorporates elitism, allowing the best solutions from both the parent and daughter pools of chromosomes to be retained, as well as incorporating a crowding distance calculation, to ensure that solutions are spread out along the pareto front, rather than converging to a single solution. From this investigation, the extension to the MORE method proposed in this paper shows promise in supplementing the results provided by the MORE method and providing more extensive information on the sensitivity of a decision to changes in model parameters. 
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