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This paper presents a new screening method which takes up the principles of Morris’ method, without the “one at a time” (OAT) constraint. We will show why, in particular cases, OAT designs should be avoided.

The increasing use of computer experiments has gone along with a larger number of model parameters to analyze and control. In high dimension, it is uncommon that the number of computer simulations is sufficient to correctly characterize the model. The usual procedure is then to reduce the number of dimensions by considering the group of factors that are known to be the most influent. To this end, screening techniques are used to “prune” models at a low computational cost.

Screening is a preliminary phase in the study of a computational model. Typically a metamodel is estimated in order to perform studies that would not be possible directly on the simulator: sensitivity analyses, optimization… Reducing the number of dimensions of the metamodel decreases its variance of estimation, thereby improving its quality.

Among the screening methods, the method of Morris [2,3] is often applied when a reasonably large number of simulations can be done (more than 5p simulations, where p is the number of factors). Although this number is very low, it is high compared to other screening methods (for example, supersaturated designs that require less than p simulations). The method of Morris has two main advantages. Firstly, in most cases all influent factors are screened, and this thanks to its “high” computational cost. Secondly, it provides very rich information: in addition to the main effects it gives indications on nonlinearities and interactions.
In this work, we consider that screening has exhausted the simulation budget. We then have no other choice than estimating the metamodel with the screening design points. We note [image: image1.wmf])
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 the responses. We are seeking a metamodel g such that [image: image5.wmf]i
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. This means that the orthogonal projection of the original points onto the subspace formed by the influent factors is considered.

Figures 1 and 2 represent two screening designs in 2D. The first is a well known Morris’ OAT design [2,3]. The second is the “simplex screening design” which we introduce in this paper. The projections of the points on the u-axis are represented in dotted lines.
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	Figure 1 : Morris’ OAT design
	Figure 2 : simplex screening design


In figure 1, vertically aligned points superimpose onto each other through projection. For a regression on the first dimension, this leads to a loss of information. It is not a loss of points: all the points will be used for the regression, but one projected point could match several points of the design. In figure 2, the projections give a better coverage of the u-axis. For the same kind of regression, uncertainty upon the regression will be lower with the design of figure 2 than with that of figure 1. This illustrates why the simplex design can be more informative in projection than Morris’ OAT.

The simplex design of experiments does not have a structure as rigid as that of Morris, but it makes it possible to calculate as efficiently the same sensitivity indices. Indeed, one elementary effect per factor can be computed for each simplex by interpolating a first order polynomial (Snee and Marquardt [5]):
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The elementary effects are given by the coefficients di. Then, the sensitivity indices (* and ( are calculated according to the Morris’ method (Campolongo [1]):
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where the mean and the standard deviation are computed on the population of simplexes. The simplex screening method generalizes the Morris’ OAT design since it is a particular case of a simplex design.
As the simplex design is used for metamodel estimation and because it has a reduced number of points, it is important that it covers the space well, i.e. it should be a space filling design (see Santner et al [4]). In recent work, Campolongo et al. [1] have proposed a method for improving the sampling strategy in Morris’ designs. It consists in maximizing the distances between the OAT trajectories. We use this method without modification in the simplex sampling strategy.

The simplex screening method is compared to Morris’ OAT on several standard test cases (Morris function, Sobol g-function…). Monte Carlo validation shows that:
· for screening, the simplex designs give as good results as Morris’ OAT: the two methods identify the same set of influent factors.

· for metamodel estimation, the simplex designs are better than Morris’ OAT: the metamodel residual variance is smaller with the former than with the latter.

A study on an industrial simulator from petroleum exploitation will also be shown. Given 51 initial factors, only 255 simulations are permitted to: 1. identify that only ten factors were influent, and 2. estimate a kriging metamodel upon the subset of influential factors.

The simplex screening method also makes it possible to perform a screening with any kind of design of experiments. Indeed, for estimating the sensitivity indices, it is sufficient to be able to extract some simplexes from the design. This strategy yields worse results than with a specific design (like regular simplexes), but it makes it possible to carry out a screening on existing databases of simulations without having to deal with a metamodel.
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