the use of Global Sensitivity Analysis Method IN WELDING SIMULATION
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Control of mechanical effects of welding is one of the main stakes of industrial company and especially in the nuclear field. The robust increase in computer power allows nowadays simulating a complex welded assembly on a personal computer, in order to predict, from the conception stage, if mechanical requirements are reached. For the scientist community, simulation of coupled multiphysic phenomena and model unification are the most challenging to understand. The industrial requirements are more and more numerous: supports to develop new processes, control of mechanical welding effects (in particular, residual stresses and distortions), argument in a nuclear safety analysis reports, etc. Thus, through the use of high-performance computers and advanced models, numerical simulation is expected to become an important tool for innovation in welding engineering.
However, running a welding simulation requires a large number of inputs - about 500 - including for example meshing inputs, boundary and initial conditions as well as material properties and process parameters, and generates several outputs, including spatial distributions of displacements and residual stresses in the weldment. Among inputs those controlling the material properties are one of the key problems of welding simulation. The features of material properties are that they are dependent on temperature and that their full characterization is very expensive, often difficult or even sometime impossible. For instance, it can take several weeks to characterize a specific material without anyway knowing if these data are influent and in which range of temperature. Furthermore, it is quite difficult to use material data published in technical literature, which have almost never been characterized over a sufficiently wide temperature range. To circumvent this problem, most welding modellers content themselves with available material data and use extrapolated values at high temperature. In this context, we think that one of the main stakes is to determine which material properties are the most sensitive in a numerical welding simulation and in which range of temperature.
To bring answers to these questions, one classically performs a local sensitivity analysis on a limited number of materials. This type of study consists in measuring the effect of small variations of input data controlling material properties on the output of the computer code. But validity of the results is limited to the neighbourhood of the studied material(s) and cannot be generalized to others. A more ambitious approach is to perform a global sensitivity analysis [1] to explore the input space covering welding of different steel materials. Using this methodology require some developments to sample hundreds of materials, to schedule launching of the welding numerical experiments, and to realize the linear sensitivity analysis. Several sampling methods were tested and we finally adopted a Latin Hypercube Sampling (LHS) strategy to generate m fictitious material properties ([2], [3]). Because of their dependence on temperature, it has been required to sample each material property at a discrete set of n temperature. Thus, (m
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n) inputs were considered in the global sensitivity analysis. Indeed, each of the m material property used in this model are either monotonically increasing or monotonically decreasing as function of temperature and we have developed a LHS that respect this condition. Finally, hundreds of model evaluations were performed using the Finite Element Method (FEM) and the Cast3M software [4]. We must note that the computer model we address here is deterministic, i.e. replicate observations from running the code with the same inputs give identical outputs. The representativeness of the sample size has been studied using a bootstrap method on empirical statistical moments estimation. We can see in fig. 1 that sample with size 600 or more is reasonable. Sampling of materials properties and global sensitivity analysis were conducted using R software ([5], [6]). Finally, inputs data have been divided in two groups: the group of influent data on which we must concentrate our efforts of characterization and the group of non-influential factor. Thus, inputs having little influence on the output have been fixed and new model evaluations were performed in order to compare the reduced parametrization with the initial one. A good agreement was founded on the distortion output between full parametrized model and the reduced one, with correlation coefficient R > 99% (fig. 2).
In this work, complete methodology of the global sensitivity analysis has been successfully applied to welding simulation and lead to reduce the input space to the only important variables Contrary to a common idea, this work show that input data controlling high temperature material properties (which are the most difficult and expensive to measure) were not influent on the mechanical effects of welding and can be excluded of the model.
This seams to be a new and useful way of applying sensitivity analysis to validate model and especially mechanical models used in welding simulation. Sensitivity analysis has provided answers to what we consider one of the probable frequently asked questions regarding welding simulation: for a given material which properties must be measured with a good accuracy and which ones can be simply extrapolated or taken from a similar material?
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Fig. 1 (right): Convergence of the mean and standard deviation for a distortion output in function of the sampling size.

Fig. 2 (bottom): For a distortion output, comparison of full parametrization (m
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n) inputs and reduced parametrization in which less influent inputs have been fixed.
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