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In this paper we show an extended use of the Sobol’ estimator to be used with Monte Carlo (MC) samples that do not follow the standard Sobol’ design for computing sensitivity indices [1]. Sobol’ offered a Monte Carlo strategy to compute variance-based indices of any order that is based on a Monte Carlo exploration of the input space. To make an example, to estimate
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, the following algorithm is used
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where 
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 is the sample size of a MC simulation, 
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 the number of independent factors, and the superscript 
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 stand to indicate that different independent input MC matrices have been used: 
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(2)
This applies also for sets of factors 
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where 
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 denotes a group of factors indexed by 
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. Using the standard Sobol’ procedure, estimating all first order effect requires N(k+1) model evaluations, while it takes 
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 runs to estimate the full variance decomposition. When a replicated Latin-hypercube design (rLHS) is used, only two replicas are sufficient for the entire set of first order effects, thus reducing the cost from N(k+1) to 2N model evaluations, whatever the number input factors. 
Here we propose to extend the idea of rLHS in two directions. The first is to exploit low discrepancy sampling techniques, like Sobol’ quasi-random sequences [2]. The second proposes the following simplified form of the estimators (1-2):
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(3)
where 
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 is the row-index of the re-sample matrix B, where the 
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 co-ordinates have the smallest Euclidean distance w.r.t. the 
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 co-ordinates in the j-th row of the sample matrix A. In this way, one can think of applying a generic sample design of dimension 2N and estimate main effects as well as higher order interaction effects with the approximated estimator (3). In the case of Sobol’ sequences, this is done by generating a sample of dimension N and 
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 columns and use the first k columns for the matrix A and the remaining ones for matrix B. It is worthwhile to note that, using the approximated estimator (3) one has to implicitly rely on a smoothness assumption of the mapping 
[image: image16.wmf])

(

X

f

Y

=

, whereby the original Sobol’ procedure does not, i.e. the latter provides a robust and unbiased estimates of sensitivity indices regardless to any hypothesis on f, but square-integrability.
Convergence properties of the proposed estimator are shown by means of Monte Carlo experiments. Comparisons with other classical approaches are also considered. 
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