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The need to estimate and communicate uncertainty in predictions of flood extent and estimates of flood risk is now widely appreciated [1]. Decision-makers can legitimately expect technical specialists to provide and justify uncertainty estimates so that they can make risk-based decisions that account for uncertainty. In this paper we are concerned with the problem of uncertainty analysis in the use of (usually quite complex) numerical models to predict flooding. Current practice in flood modelling is typically based upon rather ad hoc procedures for model calibration based around tuning of model parameters until the model predictions give reasonable correspondence to some observed dataset, whilst also remaining within ‘plausible’ ranges of the parameter values, which are not directly measurable in nature. Data with which to compare model predictions are usually scarce and may be of questionable accuracy. A less deterministic approach has been proposed by Beven [2], which makes use of ‘informal’ likelihood functions in order to generate uncertainty estimates for model predictions, an approach that has been criticised for being incoherent in a formal sense [3]. 

Kennedy and O'Hagan [4] (hereafter KOH2001) have proposed a Bayesian approach, based upon the following characterisation of the calibration problem: 
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A computer model enacts a deterministic function of input variables x and a vector of calibration parameters (. However, the computer model will tend to be computationally expensive, so it will only be feasible to do a limited number of model runs. It is therefore replaced by a Gaussian process ((xi, (), scaled as necessary by (, that can emulate the computer model response on the basis of a set of training runs. It is acknowledged that even with the best possible values of the calibration parameters (  the computer model is not a perfect representation of reality. It is separated from reality by a model inadequacy function ((xi), which is also taken to be a Gaussian process. The ‘true’ process of interest is not observable. Instead we observe zi which is the true process contaminated by some observation error ei. Full details of the KOH2001 are described in [4] and [5]. The methodology has now been implemented in the R programming language in a package called BACCO. The R routines are described by Hankin [6], can be freely downloaded from http://cran.r-project.org/ and have already been successfully applied in other applications [7].
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Figure 1 DEM of the Thames case study site with the SAR image of the flood outline super-imposed
In this paper we apply BACCO to the calibration of a computer simulation of flooding on a reach of the River Thames (UK) for which a Synthetic Aperture Radar image of the extent of flooding was available for model calibration [8] (Figure 1). The flood model is LISFLOOD-FP, a raster-based inundation model specifically developed to take advantage of high resolution digital elevation models (DEM) [9]. Channel flow is handled using a one-dimensional approach that is capable of capturing the downstream propagation of a flood wave and the response of flow to free surface slope. Floodplain flows are similarly described in terms of continuity and momentum equations, discretized over a grid of square cells, which allows the model to represent 2-D dynamic flow fields on the floodplain. The model calibration parameters are the Manning friction coefficients for the river channel and floodplain, but previous research has shown rather small sensitivity to the floodplain friction coefficient [10], so here we deal with just one calibration parameter, the river channel friction coefficient nc. 

Recent attempts have been made to undertake Bayesian calibration with pixelated spatial data using a likelihood function for binary data [11]. In this paper we re-project the spatial flood outline data onto the DEM in order to generate observations of flood elevations at either side of the floodplain. The procedure introduces, and to some extent amplifies, errors due to inaccuracies in the satellite observation and DEM, but results in the calibration process being based upon water surface elevation, which is a more primitive variable in flood modelling than flood outline. The errors can be accounted for within the framework of KOH2001. 

The analysis takes place in two steps: 
1. calibration, in which the observations are used to generate posterior distributions for nc, the model inadequacy ((xi) and the observation error ei.
2. calibrated prediction, in which the posterior distributions for nc, the model inadequacy ((xi) and the observation error ei are combined with a distribution for the discharge Q in the river to generate a probabilistic prediction of flood depth at points in the floodplain, which incorporates all sources of uncertainty. 

As well as providing a sound approach to calibrated prediction, the process provides new insights into the sensitivity of the model simulations to the distribution of the calibration parameters and the extent to which model inadequacy can be successfully identified from a single spatial observation. 
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