Use of sensitivity analysis to impute data on wage and salary
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Wages and salaries by social characteristics (sex, age, occupation and educational level) and also in relation with non-standard forms of paid employment are essential to analyse and understand the labour market. These data will allow analysing how wages and salaries accrue to different categories of employees as a result of their involvement in different kinds of paid employment. We tested the possibility of collecting data on wages and link this information with other relevant information from the LFS.

Analyses also concerned wages for which there is a higher frequency of non-response to this item depending on profession and branch of economic activity.

The fact of using the data regarding the employees’ monthly wage has drawn the attention on the problem of treating the non-responses, which affect almost a fifth of all respondents. We articulated the imputation procedure according to the following phases:

1) Identification and elimination of the outliers;

2) Imputation of the exact value in the case of respondents providing wage in bands;

3) Imputation of missing values.

As regards the identification of the outliers, the purpose was to identify the abnormal values so high or so low that there is a sufficiently high probability they are wrong. Likewise, it is relevant to identify the values that, despite their very low relative frequency, could perturb the estimation of the regression coefficients for imputing the missing values, due to their distance from the distribution centre. Applications by means of the multivariate techniques will be used. 

The imputation phase was carried out through the INPUTE module of the IVEware packet, developed by the Institute for Social Research of the University of Michigan. The module consists of a generalised procedure of multivariate imputation that can treat even relatively difficult data structures under the MAR hypothesis (missing at random). IVEware applies the stochastic regression imputation methods. The results of the methods of regression imputation are strongly influenced by the specification of the regression model and by the set of covariates that we choose to include. In particular, the auxiliary variables must be strongly correlated to wages. 

Furthermore the results are also influenced by the model’s function, linear or logarithmic, and by the imputation’s range.

In order to choose the best set of covariates we conducted a simulation using data of respondent to wage and salary. So it was possible to compare imputed data with the answers. In particular we compare the difference of results about 4 models:

1. linear model with large bounds

2. linear model with small bounds

3. logarithmic model with large bounds

4. logarithmic model with small bounds.

So we tested how the model selected influence the final distribution, both the descriptive statistics and the distribution curve.
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