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Sensitivity indexes or Importance measures (IM) are valuable tools that have been used to quantify and rank the contribution of a variable of a model with respect to their contribution to a considered measure of variability. To quantify the impact of a variable, different IM based on different definitions have been proposed, like SRC, SRRC, PCC, PRCC, SPEAR, PEAR or (2 indexes [1-3]. In general, each of the IM takes into account different perspectives and the final idea is that variables can be ranked with respect to the impact they have on a model characteristic.
This means that different IM may rank variables in a different order. For example, a component that is the most important with the importance measure A may not necessarily be the most important component with respect to importance measure B, even if the two IM evaluate or quantify a similar model characteristics [4].

In order to produce a single final ranked list, the Decision-Maker (DM) has to combine the results, that is, to "fuse" those ranked lists produced by each IM, taking into account his/her preferences such that optimal performance is achieved as a result of the aggregation. If IM are considered as experts that judge the behavior of each component, then the aggregation problem to be solved can be considered as a Multi Expert-Multi component decision Problem. Different authors [5-8] discuss this kind of problem in some other contexts. 

In this paper a result-merging algorithm is proposed based on the Ordered Weighted Averaging (OWA) [6]. OWA operators were initially introduced in the area of decision making in order to provide a means for aggregating scores or ranks associated to the satisfaction of multiple criteria. To our best knowledge, there are no reports on the use of OWA applied to aggregation of multiple IM. An example shows the benefits of such combination.
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