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The method of Sobol' [6] or the FAST method [1] are classical techniques to compute sensitivity indices (see [5] for a wide and thorough review). Although specifically designed to estimate these indices, both require many function evaluations. Recently, other approaches based on nonparametric estimation tools have been proposed to overcome this computational time problem by working on reduced samples of the inputs. One of them is the Bayesian approach of Oakley and O'Hagan [3] which relies on approximating the function with kriging ideas. Another one is the method of Da-Veiga, Wahl and Gamboa [2] depending on conditional moments estimation through local polynomial techniques. Such nonparametric methods allow to significantly reduce the number of function evaluations needed to accurately estimate sensitivity indices. However from a statistical point of view, though computationally efficient, these estimators share the problem of a nonparametric rate of convergence induced by the use of nonparametric techniques.

We propose here a new estimator for first-order sensitivity indices which attains the optimal rate of convergence. The main idea comes from the work of Laurent [4] on efficient estimation of integral functionals of a density. It is based on a Taylor expansion and on the estimation of a quadratic functional. We have followed the same scheme and adapted it to the estimation of first-order sensitivity indices which appear to be more general functionals of a density than those studied in the work of Laurent. Proofs of convergence and efficiency are presented and we underline the notable simplification which appears due to the intrinsic structure of the conditional expectation.

We then present simulation results on analytical examples to compare this approach to the standard techniques and to the nonparametric methods aforementioned. 
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